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A B S T R A C T   

A comprehensive numerical study is undertaken to investigate the dynamics of hydrogen-air supersonic turbulent 
flames in a shear coaxial configuration. The effects of fuel temperature on the flow and flame characteristics are 
examined systematically. The numerical methodology is based on a hybrid RANS/LES model for compressible, 
multi-species flows with finite-rate chemical reactions. Results from simulations employing different levels of 
grid resolution and numerical schemes are compared and validated against experimental data. The importance of 
adequate grid resolution and high-order numerical schemes to achieve high-fidelity prediction of fine-scale flow 
features is underscored. In particular, the multi-dimensional high-order oMLP scheme shows remarkable pre-
diction capabilities without incurring excessive computational cost. The lifted turbulent flame characteristics 
with combustion occurring mostly in a premixed mode downstream after turbulent mixing in the shear layer are 
identified and elaborated. A parametric study is subsequently performed to investigate the effect of fuel tem-
perature. It is found that the combustion regime changes from partially-premixed to non-premixed mode as the 
fuel temperature is increased. The flame width and combustion efficiency increase with increasing fuel tem-
perature, due to the enhancement of mixing following the reduced convective Mach number. The most promi-
nent effect of fuel temperature is the reduction of flame length, a crucial factor for the design of supersonic 
combustors.   

1. Introduction 

In scramjet and rocket engines, turbulent combustion occurs under 
high-temperature, high-speed, and high Reynolds-number operating 
conditions. In liquid rocket engines, such as staged-combustion and 
expander-cycle engines [1–5], fuel is delivered to the main combustion 
chamber at a subsonic speed under supercritical pressures [6]. In 
scramjet engines, on the other hand, supersonic flows are sustained 
throughout the engine to avoid excessive heating and pressure losses 
while ensuring completion of combustion and energy release within a 
reasonable length. Although the scramjet design does not in itself 
impose constraints on injector fuel state, several engine configurations 
incorporate staged-combustion or expander cycles. For example, the X- 
51A demonstrator employed a regenerative cooling system [7], while 

the HyFly (Hypersonic Flight Demonstration) program uses a dual 
combustion ramjet (DCR) engine in which pre-burned fuel is delivered 
to the supersonic combustor [8]. 

Injection of high-temperature fuel can, in theory, greatly enhance the 
ignition and flame stabilization characteristics in a scramjet engine, but 
only limited research has been reported on such effect in the literature. 
More extensive investigation is warranted, especially considering the 
complex nature of flowfields involving shock-wave interactions and 
compressibility effects, coupled with turbulence and chemical kinetics. 
The key scientific question to be pursued is to what extent fuel tem-
perature affects flow structures, flame characteristics, and combustion 
efficiency at realistic engine operating conditions. The present numeri-
cal work is intended to address this issue that would otherwise be 
formidable to pursue experimentally. A series of parametric studies is 
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carried out to investigate the effect of fuel temperature in the range of 
300–1500 K, covering practical fuel injection temperatures relevant for 
scramjet operation. 

Various types of supersonic combustor configurations have been 
tested experimentally worldwide, and numerical studies for these con-
figurations have also been carried out. Lin et al., [9] investigated 
experimentally a realistic scramjet engine configuration. Companion 
numerical studies were also reported [10,11]. Micka and Driscoll [12] 
performed experiments on a dual-mode combustor with a cavity flame 
holder. Koo et al., [13] numerically studied the dynamic characteristics 
of the same combustor using large eddy simulation. Fundamental 
characteristics of supersonic combustion have also been investigated 
using canonical configurations. A simple yet realistic configuration is 
transverse fuel injection into a supersonic crossflow, which was 
employed in the Hyshot-II flight test [14] and its ground experiment 
[15]. This configuration has been simulated numerically by several re-
searchers [16–19]. Another configuration studied widely is supersonic 
combustor with a strut injector, where fuel is injected at the base of a 
strut [20]. Such a configuration was adopted in several numerical efforts 
to understand the flame structure and to develop accurate numerical 
models for supersonic combustion [21–24]. One canonical representa-
tion is combustion in a supersonic shear layer. Burrows and Kurkov [25] 
performed measurements for parallel wall jet injection in a supersonic 

combustor. Several numerical studies were conducted based on this 
setup for the evaluation of numerical methods and combustion models 
[26–29]. Another basic configuration is the shear coaxial supersonic 
injector with co-flowing air. The air is typically vitiated through com-
bustion to generate a high enthalpy supersonic flow. The present study 
on the effect of fuel temperature on supersonic turbulent hydrogen-air 
flames is based on this configuration. 

This paper is organized as follows. Section 2 provides a brief survey 
of various numerical studies on coaxial supersonic combustion. Section 
3 describes the numerical modeling approach for the present study. The 
physical configuration and flow conditions are presented in Section 4. In 
Section 5 several numerical simulation issues are examined, including 
grid resolution, numerical schemes, and model validation for supersonic 
turbulent flames. Following the development and validation of the nu-
merical approach, a series of simulations is conducted by varying the 
fuel temperature. The effects of fuel temperature on supersonic com-
bustion characteristics are presented in Section 6. 

2. Review of numerical studies on hydrogen/air coaxial 
supersonic turbulent combustion 

Coaxial fuel injection with co-flowing air has been studied by many 
researchers to understand the fundamentals of turbulent non-premixed 

Table 1 
Numerical studies of hydrogen-air coaxial supersonic combustion. † PNS (Parabolized Navier-Stokes equations), RANS (Reynolds Averaged Navier-Stokes), LES (Large 
Eddy Simulation), DNS (Direct Numerical Simulation), ILES (Implicit LES), MILES (Monotone Integrated LES), EBU (Eddy Break-Up model), PDF (Probability Density 
Function), PSR (Perfectly Stirred Reactor), PaSR (Partially Stirred Reactor), MIL (Model Intermittent Lagrangian).  

Reference Configuration 2D*/ 
3D 

Turbulence 
modeling 

Number of species Kinetics mechanism Combustion  

modeling 

Evans and Schexnayder (1980)  
[36] 

Evans [34] 2D PNS 7 species Spiegler [37] EBU, 
laminar 

Eklund et al., [38] Evans [34], Cheng  
[35] 

2D RANS 7 species Jachimowski [39] laminar 

Baurle et al., (1994) [40] Cheng [35] 2D RANS 7 species Jachimowski [39] PDF 
Zheng and Bray (1994) [41] Evans [34] 2D RANS Fast-chemistry – PDF flamesheet 
Norris and Edwards (1997) [42] Evans [34] 2D LES 9 species Balakrishnan [43] laminar 
Sabel’inkov et al., (1998) [44] Evans [34] 2D RANS 9 species Balakrishnan [45] CMC/PDF 

Flamelet 
Gerlinger et al., (1998) [46] Evans [34] 2D RANS 7 species Baurle [40] laminar 
Gerlinger et al., (2001) [47] Evans [34] 2D RANS 7 species Baurle [40] PDF 
Möbus et al., (2001) [48] Cheng [35] 2D RANS 7 species Baurle [40] PDF 
Möbus et al., (2003) [49] Evans [34], Cheng  

[35] 
2D RANS 7 species Baurle [40] PDF 

Baurle and Girimaji (2003) [50] Cheng [35] 2D RANS 7 species Baurle [40] PDF 
Davidenko et al., (2003) [51] LAERTE [52] 3D RANS 7 species Various [38,40,53] laminar 
Dauptain et al., (2005) [54] Cheng [35] 3D LES 4 species Fit to Yetter [55] laminar 
George et al., (2006) [56] LAERTE [57] 2D LES 7 species Eklund [38] PSR, PaSR 
Xiao et al., (2007) [26] Cutler [58] 2D RANS 7 species 

9 species 
Jachimowski [39] Conaire  
[59] 

Variable Sct, Prt 

Izard et al., (2009) [60] Cheng [35] 2D RANS 9 species - Jachimowski [39] MIL 
Keistler and Hassan (2010) [61] Cutler [58] 2D RANS 7 species 

9 species 
Jachimowski [39] Conaire  
[59] 

Variable Sct, Prt 

Gerlinger et al., (2010) [62] Cheng [35] 2D RANS 4 ~ 9 species Various [39,59,63–66] PDF 
Koo et al., (2011) [67] Evans [34] 3D LES 9 species Mueller [53] PDF 
Donde et al., (2011) [68] Evans [34] 3D LES 9 species Mueller [53] PDF 
Boivin et al., (2012) [69] Cheng [35] 3D LES 5 species Boivin [70] laminar 
Gomet et al., (2012) [71] Evans [34], Cheng  

[35] 
2D RANS 9 species Jachimowski [39] MIL 

Karaca et al., (2012) [72] LAERTE [57] 3D LES 7 species ONERA [73] MILES 
Lu et al., (2012) [74] assumed 3D DNS 9 species Li [75] laminar 
Jin et al., (2013) [76] assumed 3D DNS 9 species Li [75] laminar 
Luo et al., (2013) [77] assumed 3D DNS 9 species Li [75] laminar 
Moule et al., (2014) [78] Cheng [35] 3D LES 9 species Jachimowski [63] U-PaSR 
Ribert et al., (2014) [79] Cheng [35] 3D LES 5 species Boivin [70] laminar 
Koo et al., (2015) [80] assumed 3D DNS 9 species Mueller [53] laminar 
Zhang et al., (2015) [81] Evans [34] 2D LES 7 species Singh [82] laminar 
Bouheraoua et al., (2017) [83] Cheng [35] 3D LES 5 species Boivin [70] laminar 
Almeida et al., (2019) [84] Cheng [35] 3D LES 9 species Yetter [55] Flamelet/ PDF 
Karaca et al., (2019) [85] LAERTE [57] 3D LES 7 species ONERA [73] ILES 

*2D: two-dimensional simulation with axisymmetric assumption. 
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combustion and its lift-off flame characteristics under subsonic condi-
tions [30–33]. There are very limited experimental studies for super-
sonic conditions in the public domain, however, due to difficulties 
associated with realizing supersonic flow conditions with reasonable 
flow enthalpy or temperature. Among the most widely studied experi-
ments are those by Evans et al., [34] and Cheng et al., [35] conducted on 
hydrogen-air flames in supersonic coaxial flow configuration. A variety 
of numerical studies have been carried out for these configurations to 
develop numerical methods and combustion models, and to study the 
structure and characteristics of supersonic flames. Table 1 summarizes 
the numerical studies in the literature on hydrogen-air coaxial super-
sonic combustion, organized by publication year. 

Supersonic combustion is highly turbulent, and is characterized by 
high-frequency fluctuations in flow variables, due to the high Reynolds 
numbers involved. Turbulent eddy motion has been found to govern the 
dynamic characteristics of supersonic combustion [86]. With advance-
ments in computing capabilities, LES has become an attractive tech-
nique for predictive modeling of turbulent combustion [87], allowing 
resolution of eddy motion at scales where fuel–air mixing and com-
bustion are relevant. One of the earliest LES studies on coaxial super-
sonic combustion was conducted by Norris and Edwards [42] using 2D 
axisymmetric LES and the laminar chemistry combustion model. In spite 
of the 2D assumption and omission of subgrid turbulence-chemistry 
interactions, the results agreed fairly well with measured data as the 
grid resolution was increased. This trend could be attributed to 
capturing the finer scales of eddy motion, and the consequent reduction 
in the error associated with the unresolved scales at higher grid reso-
lution. Dauptain et al., [54] attempted 3D LES of Cheng’s configuration 
with two-step kinetics and coarse mesh. Their results showed accurate 
prediction of not only mean flow quantities, but also the level of fluc-
tuations with respect to the experimental values. George et al., [56] 
applied the PSR and PaSR combustion models to their 2D LES, and in 
their results both wall pressure distribution and ignition delay were 
estimated well. Koo et al., [67] developed an Eulerian PDF method 
called the direct quadrature method of moments (DQMOM), and 
coupled the method to compressible LES simulations. Donde et al., [68] 
further extended the DQMOM model to the semi-discrete quadrature 
method of moments (SeQMOM) method for better representation of the 
PDF. However, the results from Eulerian PDF methods seem to be similar 
in terms of accuracy to those obtained without any closure. Boivin et al., 
[69] carried out a fine-scale numerical simulation to validate their three- 
step reduced chemistry mechanism. The solution is obtained in a DNS- 
like approach using a compressible flow solver and the laminar chem-
istry model without subgrid scale closure of turbulence-chemistry in-
teractions. It thus can be considered as an ILES approach. Karaca et al., 
[72] reported the results from LES of non-reacting and reacting jets 
using a 5th-order WENO scheme with and without explicit subgrid 
model (i.e., LES and ILES, respectively). Their results indicate that the 
Smagorinsky model is too dissipative. While the selective structure 
function model showed slightly better results, it did not prove to be 
superior to ILES. They also found that resolution is much more crucial 
than subgrid models to obtain closer agreement with experimental data. 
A subsequent study by Karaca et al., [85] demonstrated that ILES with a 
high resolution scheme is able to predict turbulent supersonic combus-
tion, even without subgrid turbulence-chemistry closure, though this is 
not the case for subsonic combustion. Ribert et al., [79] carried out a fine 
scale LES study without closure, and later further studied the detailed 
structure and dynamics of the lifted jet flame using a very fine grid [83]. 
The grid resolution in their study is about five times the Kolmogorov 
scales and sufficient to resolve the flame, which is considered state-of- 
the-art resolution for a supersonic coaxial turbulent flame. Interest-
ingly, they identified detonation-like features in turbulent non-premixed 
flames, due to shock-flame interactions [83]. Zhang et al., [81] used a 
similar LES framework without closure to study the flame dynamics of 
coflow ethylene and air with a splitter plate. Almeida and Martinez [84] 
applied a PDF model in an LES solver to study supersonic lifted flames, 

and found that subgrid contributions are important for coarse meshes 
and that the stochastic fields approach is capable of modeling those 
effects. 

In addition to the RANS and LES studies described above, DNS 
studies have also been carried out for coaxial supersonic turbulent 
flames [74,76,77,80]. To achieve the required grid resolution, however, 
the Reynolds number was reduced significantly by reducing the length 
scale or the density of fuel and air, rendering the results unsuitable for 
comparison with experimental data. 

3. Physical models and numerical methods 

3.1. Axisymmetric 2D LES 

A key finding from previous studies is that the accuracy of simula-
tions is more dependent on the numerical resolution than the models. 
Typically, grid refinement studies are performed and a grid which is fine 
enough to produce a converged solution is used for further investigation. 
It is interesting to note that there is lack of similar efforts on the use of 
high-resolution numerical schemes to capture the fine scale flow fea-
tures. Therefore, a comparative assessment of numerical schemes with 
different orders of accuracy is warranted and would be a topic of interest 
in conjunction with grid refinement study. 

The physics of turbulent combustion in supersonic fuel and air jets, 
including the flow and flame features, have been investigated in LES 
studies [69,78,83,84]. Limited studies, however, have been undertaken 
to evaluate the parametric effect of flow variables on the mixing and 
combustion characteristics. This is primarily due to the fact that the 
computational cost of performing well-resolved 3D LES simulations is 
enormously high and prohibitive. A more affordable approach should be 
sought to undertake such parametric studies. 

The use of a 2D model would be a natural choice for a tractable 
approach compared to full 3D simulations. The computational cost for a 
2D simulation would be of the order of 1 % or less than that of a 3D 
simulation, since hundreds of grid points are typically used in each di-
rection for 3D LES studies. A 2D model may not accurately capture the 
3D vortex breakdown mechanisms leading to formation of small-scale 
structures by wrinkling along transverse direction causing increased 
mixing area. Therefore, 2D model may not be sufficient to account for 
small-scale mixing. However, they provide sufficient accuracy in 
capturing large-scale vortex rollup, mixing and shock trains which are 
important factors in the near-field flow and flame characteristics 
[42,81]. Although axisymmetric 2D simulation loses some features of 
realistic flow physics, the essential characteristics of flow structures and 
the cascade of energy transfer are still retained [88,89]. The 2D LES 
study by Norris and Edwards [42] showed fairly good agreement with 
the measurements of Evans et al., [34], and was able to capture the 
salient features of coaxial supersonic flames. Based on their findings, the 
present work employs 2D axisymmetric LES for efficient study over the 
large parameter space. The baseline simulation is validated against 
experimental case of Evans et al., [34]. 

3.2. Theoretical model 

In this study, turbulence is treated using Menter’s shear stress 
transport model, along with the detached eddy simulation (SST-DES) 
technique [90]. This formulation behaves as a LES closure to capture 
detailed eddy motions in the main separated and free-shear layers, while 
the model converges to the k − ω RANS model near surface boundaries to 
circumvent the high-resolution requirements of fine-scale wall turbu-
lence. In other words, the formulation works as LES in the combustion 
regions and as RANS in the wall boundary layers inside the injector. 

The Favre-filtered form of the conservation equations of mass, mo-
mentum, energy, and species concentration are solved numerically in a 
fully coupled manner, along with the transport equations for turbulent 
kinetic energy and vorticity. The set of equations is represented in a 
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conservative form as follows: 
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where Q is the conservative variable vector, F and G the convective flux 
vectors, Fv and Gv the diffusive flux vectors, H and Hv the axisymmetric 
terms, and W the vector of source terms containing the chemical reac-
tion and turbulence model terms. All the flow variables are non- 
dimensionalized, and Ra is the Reynolds number based on the speed 
of sound and the inner injector diameter as the reference values. The 
ideal-gas law is used to calculate pressure from mixture density and 
temperature. Temperature is calculated implicitly from the total energy, 
which is defined as the sum of kinetic energy and internal energy. The 
internal energy and other thermodynamic properties of each species are 
calculated using the NASA polynomial fit based on the thermally perfect 
gas assumption. The laminar values of dynamic viscosity and thermal 
conductivity of each species are determined as a polynomial fit of 
temperature. Fick’s law of mass diffusion is used to evaluate the diffu-
sion velocity, in which binary mass diffusivity is obtained using the 
Chapman–Enskog theory in conjunction with the Lennard–Jones inter-
molecular potential functions. The viscosity and thermal conductivity of 
the mixture are calculated using Wilke’s mixing rule. The mathematical 
and numerical procedures for handling the coupled equations are 
documented in the authors’ previous works [16,91,92]. 

A major issue in turbulent combustion modeling lies in the selection 
of turbulent Prandtl and Schmidt numbers. A turbulent Prandtl number 
of 0.9 or 1.0 has been widely accepted and used in most numerical 
studies of supersonic combustion. On the other hand, a variety of tur-
bulent Schmidt numbers in the range of 0.4–1.0 were employed in the 
works listed in Table 1. In the present study, the turbulent Prandtl and 
Schmidt numbers are set to be 0.9 and 0.5 respectively, following the 
numerical study of Baurle and Edwards [93]. 

Chemical kinetics are another point of complexity. A variety of 
detailed mechanisms have been developed for hydrogen combustion, 
and some of them have been used for coaxial supersonic combustion, as 
listed in Table 1. The authors’ group has compared the accuracy of a 
number of mechanisms in predicting ignition delay and flame speed, as 
well as shock induced combustion [94]. A seven-step hydrogen–oxygen 
reduced mechanism based on Jachimowski’s detailed mechanism [39] is 
employed in this study, for computational efficiency. The model in-
cludes six reacting species (O,O2,H,H2,OH, and H2O), and nitrogen 
(N2) as inert species. Reaction species and reaction steps are identical to 
the abridged version used by Baurle [40], but reaction parameters from 
the original detailed mechanism [39] are retained since the validation of 
reaction data for ignition delay and flame speed is more clearly shown in 
the original paper. Reactions involving HO2 and H2O2 are neglected in 
this reduced mechanism, since they are only relevant for low- 
temperature ignition. Since the static temperature of the air flow 

entering the scramjet combustor is of the order 1000 K or above, the low 
temperature reactions can be neglected here. This is well justified in the 
present study, which focuses on the effect of fuel heating. Berglund 
et al., [95] showed in their LES studies on supersonic turbulent com-
bustion that the high-temperature combustion mechanism is superior to 
the one-step and two-step mechanisms. 

LES of a turbulent reacting flow requires closure of unresolved re-
action terms to account for turbulence-chemistry interactions at the 
subgrid scale. A number of PDF-based turbulence closures have been 
developed for RANS studies of supersonic combustion, and further 
extended for LES applications [46–50,67]. Agreement with experi-
mental data was reasonable, although not significantly different from 
the results with the laminar chemistry model. A thorough comparison of 
several closure models for turbulent combustion was conducted by 
Fureby [96,97]. These models can be expressed as a scaling of the re-
action rate computed from the laminar chemistry model [18,98,99], and 
the results with more sophisticated closure models exhibit little to no 
difference when compared with the results using the laminar chemistry 
model [27,67]. The laminar chemistry model is, therefore, widely used 
in many studies, as noted in Table 1. Karaca et al., [72] postulated that 
the unresolved species flux is balanced by the difference between the 
real reaction rates and those evaluated from the quasi-laminar formula 
for LES of compressible reacting flows. They also showed that simulation 
accuracy is more dependent on numerical resolution than on the subgrid 
model. The present work employs the laminar chemistry model and 
focuses on the importance of numerical resolution, rather than subgrid 
turbulent-chemistry interactions. 

3.3. Numerical schemes 

There have been limited evaluations of the role of accuracy and 
resolution of various numerical methods in simulations of supersonic 
turbulent combustion. A comparative assessment of numerical schemes 
with different orders of accuracy is undertaken in the present work in 
conjunction with a grid refinement study. The first goal of the present 
work is to establish accurate and robust numerical methods for simu-
lating supersonic turbulent combustion. Since fuel–air mixing and re-
actions occur at small length and time scales, the numerical scheme must 
be able to capture fine-scale eddy motions. In supersonic flows, the 
intrinsic hyperbolic characteristics trigger numerical instabilities in 
discontinuous regions, such as shock waves. This hinders the use of high- 
order central-difference schemes. Upwind discretization schemes, 
known as flux splitting schemes, are essential for numerically stable 
computation of supersonic flows. Flux splitting schemes are, however, 
first order accurate in general. It is necessary to extend to higher order 
accuracy while preserving monotonicity at the discontinuity. 

Monotonicity-preserving high-resolution schemes such as Monotonic 
Upstream-Centered Scheme for Conservation Laws (MUSCL) [100] or 
Weighted Essentially Non-Oscillatory (WENO) [101] schemes are 
commonly used to achieve high-order accuracy in continuous flow re-
gions, with a first order accuracy in discontinuous regions. These 
schemes were, however, originally developed based on one-dimensional 
analysis of the scalar convection equation, and inevitably have accuracy 
and stability issues in multidimensional problems. Kim and Kim [102] 
developed a multi-dimensional limiting process (MLP) scheme to elim-
inate numerical oscillation and ensure stable and monotonic calculation 
of a multi-dimensional discontinuity. The MLP scheme has been applied 
in limited studies of turbulent combustion [103], scramjet and rocket 
combustion [104,105]. It has also been extended to the optimized MLP 
(oMLP) scheme, which classifies continuous and discontinuous regions 
based on Gibbs phenomena [106]. The high-order scheme is applied for 
continuous regions, and MLP for discontinuous regions. The overall 
approach has been demonstrated for aero-acoustics problems [106]. In 
this study, the fifth-order oMLP scheme (oMLP5) [106] is implemented 
and its performance is compared with third-order MUSCL (MUSCL3) 
[107] and fifth-order WENO (WENO5) schemes [108]. 
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The governing equations and associated boundary conditions are 
solved in a fully coupled manner using a fully implicit approach. The 
computational framework used for the present study is incorporated in 
an in-house code that has several types of flux splitting schemes com-
bined with high resolution schemes. The code has been developed, 
validated, and applied for a variety of problems 
[16,29,81,86,91,92,107,109]. The AUSMPW + flux splitting scheme 
[110] is used in the present study, since it showed the least numerical 
dissipation in the previous studies when used in combination with the 
high-resolution schemes. Viscous fluxes are discretized by a fourth-order 
central-difference scheme. Second-order implicit time integration is 
used with maximum four sub-iterations to get time-accurate results 
[107]. The code is parallelized with the OpenMP technique to optimize 
the performance in machines with multi-core shared-memory processors 
(SMP). 

4. System configuration and flow conditions 

The experimental configuration identified as Case 1 by Evans et al., 
[34] is adopted as the baseline in the present work. This setup has been 
numerically investigated by many researchers using both RANS and LES 
methods [42,67,68], although there is some disagreement among re-
ported results due to the lack of detailed information about the original 
experimental configuration. Fig. 1 shows a schematic of the configura-
tion [34] with flow conditions for the hydrogen fuel and vitiated air. The 
incoming air is heated and vitiated by burning a small amount of 
hydrogen. The injector is assumed to be straight, to account for the 
boundary layer effect at the injector lip. Ambient air is ignored for 
simplicity, and the interface between the vitiated air and the ambient air 
is emulated by a slip wall boundary condition. RANS result for the 

reference condition with the ambient air shows that the effects on the 
fuel/air mixing later is quite limited. This simplification has been used in 
other studies [47,67] as well. Supersonic outflow boundary conditions 
are applied at the outlet. The wall surfaces are modeled with a no-slip, 
adiabatic wall boundary condition. The inlet boundary conditions are 
described in Fig. 1. A uniform inflow velocity profile is applied, and a 
boundary layer is allowed to develop naturally as the flow passes over 
the splitter plate. The flow Reynolds number is calculated as 5.08 × 104 

for the air stream based on the outer diameter of the fuel injector, and 
1.81 × 105 for the fuel stream based on the inner diameter. The Kol-
mogorov length scales are estimated as lκ = l0/Re3

4, where lκ, l0 are the 
Kolmogorov and integral length scales, respectively. The inner and outer 
diameters of the injector are taken as the integral scales for the fuel and 
oxidizer streams respectively to obtain a priori estimates for grid reso-
lution requirements. The corresponding Kolmogorov length scale esti-
mates at the injector lip are 0.74 μm and 2.81 μm, respectively. 

A three-block grid system is constructed for the configuration in 
Fig. 1, comprising the fuel injector, air nozzle and main combustor. The 
total length of the computational domain is 52.4 cm. Four levels of grid 
resolution are considered for a grid convergence test. The grid points in 
the main combustor are 241 × 51, 481 × 101, 961 × 201, and 1,921 ×
401, respectively. As an example, Fig. 2 shows the coarsest grid, which 
has 241 × 51, 25 × 31, and 25 × 16 points in the main combustor, air 
nozzle, and fuel injector, respectively. Among the 241 grid points in the 
axial direction of the main combustor, 201 points are uniformly 
distributed from the injector lip to the location of x/dj = 26.2, up to 
where experimental measurements are available. The remaining 40 
points are allocated in the extended region, which is made radially 
divergent to keep the supersonic outflow away from any downstream 
disturbances. Grid points are clustered toward the solid surface to cap-
ture boundary-layer effects and the near-field mixing. The transverse 
grid spacing is moderately relaxed in the downstream region while 
maintaining sufficient resolution in the core of the mixing layer to 
adequately capture the mean flow and flame structures. The same 
clustering factors are maintained for all of the grid levels. The number of 
grid elements in the nozzle and injector are increased by a factor of 2 in 
each direction between subsequent levels of resolution. Table 2 sum-
marizes the grid resolution levels used for the grid refinement study. The 
y+ values calculated based on the wall shear stress are as follows. For the 
fuel injector, Δy+ = 1 corresponds to a near-wall grid spacing of Δy =

9.98μm and y+ = 5 is y = 49.9μm. For the air injector, Δy+ = 1 is 
27.8μm and y+ = 5 is 139.3μm. Comparing the grid resolutions in 
Table 2, the Level 1 grid includes only one grid point within the viscous 
sublayer (y+ < 5) and is not fine enough to resolve the viscous sublayer 
on the fuel side. For the Level 4 grid, two or three grid points are 
included within the viscous sublayer on the fuel side and the minimum 
grid spacing is even smaller than Δy+ = 1 on the air side. The resolution 
of the Level 3 and Level 4 grids are considered to be sufficient for hybrid 
RANS/LES, since the minimum grid resolution is just one order of 

Fig. 1. Flow conditions and configuration of experimental Case 1 of Evans 
et al., [34]. 

Fig. 2. Computational domain with the smallest grid (241 × 51). Full view (top), near-injector view (bottom).  
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magnitude higher than the Kolmogorov scale at the injector lip. In the 
present study, the RANS model is active only in the near-wall region of 
the injector to model the boundary layer development, while the flow 
physics in the main combustor region, which is the primary region of 
interest, is essentially modeled using LES. The Kolmogorov scales in-
crease as the flow moves downstream along the shear layer, but the grid 
resolution is maintained at the same level to the end of the computa-
tional domain. 

The transverse grid resolution for the Level 2 grid is around 75–100 
μm, while for the Level 4 grid it is around 15–30 μm near the centerline 
of the splitter plate and less than 50 μm near the centerline of the 
combustor (bottom boundary). This is well within the range of resolu-
tions typically employed for resolving the flame in past studies. For 
example Boivin et al., [69] use mesh resolutions of 100–400 μm, Moule 
et al., [78] use a resolution of 200 μm, and the study of Bouheraoua 
et al., [83] considered the finest grid resolution of 60 μm. The grid 
resolutions considered in this study are therefore considered suitable to 
resolve the flame thickness with sufficient resolution. 

5. Grid resolution study 

Simulations were carried out for the baseline case at the conditions 
shown in Fig. 1 using the four levels of grid resolution described above. 

Time integration is performed using an implicit scheme with sub- 
iterations within each time step. The stability and accuracy of the pre-
sent scheme has been thoroughly studied for unsteady combustion 
phenomena [92,107]. The scheme is shown to be stable and accurate for 
CFL numbers nominally greater than 1.0. It is also shown that four sub- 
iterations is sufficient to maintain the temporal accuracy. In the present 
study the time integration is conducted with CFL number of 1.0 with 
four sub-iterations for numerical stability over wide range of conditions. 
A total of 500,000 time steps is performed for each case. The physical 
time step and total time duration were 66.0 ns and 32.98 ms for the 
Level 1 grid, and 7.48 ns and 3.74 ms for the Level 4 grid, respectively. 
The initial 100,000 time steps were computed to reach a quasi-steady 
state. Thereafter, time averaging of the flow variables was performed 
for the remaining 400,000 time steps. The flow through time (FTT) is 
estimated as 0.347 ms, based on the domain length and velocity of the 
air stream. For the Level 4 grid, the initial transient time to reach a quasi- 
steady state was 0.748 ms (~2.15 FTTs), and the time period for sta-
tistical averaging was 2.99 ms (~8.62 FTTs), which is considered suf-
ficient to obtain statistically converged flow properties. 

Fig. 3 shows the instantaneous and time-averaged distribution of the 
magnitude of density gradient as predicted by the Level 4 grid using 
different numerical schemes. Kelvin-Helmholtz (KH) instabilities appear 
in the early phase of the shear layer and prompt fuel/air mixing and 

Fig. 3. Instantaneous (top half) and time-averaged (bottom half) density gradient magnitude distributions: various numerical schemes, Level 4 grid.  

Table 2 
Grid resolution and minimum grid spacing for each block at different resolution levels.   

Fuel Stream Air Stream Combustor  

no. of grid points Δymin (μm) no. of grid points Δymin (μm) no. of grid points Δymin (μm) fuel/air 

Level 1 25 × 16  119.9 25 × 31  150.0 241 × 51 150.0 / 235.2 
Level 2 49 × 31  58.8 49 × 61  63.7 481 × 101 74.5 / 116.0 
Level 3 97 × 61  29.2 97 × 121  30.5 961 × 201 37.2 / 57.5 
Level 4 193 × 121  14.5 193 × 241  15.0 1,921 × 401 18.6 / 28.7  
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reaction. They develop further downstream and transition to turbulence. 
It is clear that each numerical scheme has a different ability to resolve 
eddy motion. The WENO5 scheme captures acoustic and vortical 
structures with better definition than the MUSCL3 scheme, and the 
strength of eddies is also preserved further downstream. The oMLP5 
scheme resolves the fine-scale eddy structures most distinctively, which 
is critical for accurate prediction of turbulent mixing and combustion. 
The MLP scheme used in this study has been systematically validated for 
several different cases, including turbulent combustion [103–105] and 
aero-acoustic problems [106]. The scheme has been shown to yield strict 
monotonicity-preserving and dispersion-relation preserving properties 
in addition to high accuracy over an extended range of wavenumbers. 
The increased range of flow structures captured are a direct consequence 
of the extended-wavenumber accuracy of the scheme, rather than 
unphysical oscillations which are inherently damped out. Kim et al., 
[106] report a suite of rigorous test cases often encountered in acoustic/ 
shock wave problem showing strict accuracy criteria that are met by the 
MLP scheme. Gerlinger [103] also shows the usefulness of MLP scheme 
for turbulent flow simulation. 

The time-averaged results reveal that the predicted shear layer 
thickens and widens as the numerical scheme moves from MUSCL3 to 
WENO5 to oMLP5. Since the supersonic shear layer is formed between 
two streams of different Mach numbers, weak shock and expansion 
waves appear at the injector tip and reflect at the computational 
boundary. The interaction of the reflected waves with the turbulent 
shear layer is considered not to be strong enough to change the overall 
characteristics. Nonetheless, inclusion of a computational domain for 
the ambient air or an accurate boundary condition to avoid such arti-
ficial interactions should be considered in future work. 

Fig. 4 and Fig. 5 show the calculated profiles of time-averaged pitot 
pressure and water vapor mass fraction, respectively, compared with 
experimental data. The predicted width of the shear layer grows as the 
grid resolution and the numerical scheme become more refined. The 
time-averaged shear-layer thickness depends on the resolved eddy mo-
tion. As the grid resolution or numerical scheme is refined, finer scale 
flow features are resolved. This includes small scale vortices, flow in-
stabilities and their interactions with the shock waves, and small-scale 
species gradients. The mixing behavior resulting from these features 
are adequately accounted for and this directly results in increased 
mixing predicted on finer grids, resulting in a thicker shear layer on 
average. The results of MUSCL3 with a 1,921 × 401 grid are closer to 
those of WENO5 with a 481 × 101 grid. This implies that the fifth-order 
WENO5 scheme provides accuracy comparable to that of the third-order 
MUSCL3 scheme with a 4-times coarser resolution (i.e. 16 times fewer 
grid elements in 2D). The results of oMLP5 with a 481 × 101 grid are 
between the WENO5 results with the 961 × 201 and 1,921 × 401 grids, 
which means that the accuracy of the WENO5 scheme with one- 
dimensional interpolation can be achieved with the oMLP5 scheme 
using multi-dimensional interpolation with half the spatial resolution (i. 
e. 4 times fewer grid elements in 2D). 

A drawback of the axisymmetric assumption is also observed here. 
The numerical results agree well with experimental data in the outer 
region, but show some deviation in the core. This is because the zero- 
flux condition imposed at the axis of symmetry prevents the transport 
of mass, momentum, and energy. As a result, and unlike the experi-
mental results, sharp gradients of flow variables appear in the flow field 
close to the axisymmetric boundary. Regardless of this deviation at the 
centerline, the flow field in the outer mixing layer is predicted quite well 
and the numerical results converge to the experimental data when finer 
grids and better numerical schemes are used. There is also a noticeable 
deviation between the simulation and experimental data observed 
around r/dj ~ 0.45, for the 481x101 grid and MUSCL3 cases. This region 
corresponds to the mixing layer interface between the fuel and oxidizer. 
The deviation can be attributed to insufficient resolution across the 
injector lip. The error is decreased and results match progressively better 
with experimental data for the cases with increasing grid resolution and 

Fig. 4. Pitot pressure distribution from different numerical cases compared 
with experimental data. 

Fig. 5. H2O mole fraction distribution from different numerical cases compared 
with experimental data. 

Fig. 6. Combustion efficiencies at the combustor exit for all numerical cases.  
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using better numerical schemes. The results obtained from the Level 4 
grid with oMLP5 scheme are closest to the experimental data. 

As a measure of numerical convergence, a simple but comprehensive 
parameter would be appropriate to evaluate overall convergence char-
acteristics or performance. In this regard, combustion efficiency is 
considered. The combustion efficiency is a measure of the degree of 
completion of combustion and is also used to quantify heat addition in 
experiments. In this study, combustion efficiency calculated using Eq. 
(2) is used to assess numerical convergence and combustor performance. 

ηc = 1 −

( ∫ R
o yH2 ρudy

)

x=exit( ∫ R
o yH2 ρudy

)

x=inlet

(2) 

Fig. 6 summarizes the combustion efficiency at the exit of the 
computational domain for the different cases. For the MUSCL3 scheme, 
combustion efficiency increases as the grid becomes finer and does not 
converge within the grid resolutions considered. The WENO5 scheme 
shows a higher value than the MUSCL3, but with no substantial 
improvement in the convergence behavior. As the grid resolution is 
refined, finer scale flow features are resolved, including small scale 
vortices, flow instabilities and their interactions with the shock waves, 
in addition to small-scale species gradients. The mixing behavior of 
these interactions are adequately accounted for, and this directly results 
in increased mixing predicted on finer grids. For the oMLP5 scheme, the 
combustion efficiencies estimated with the 961 × 201 and 1,921 × 401 
grids are very similar. These values are interpreted to be the converged 
combustion efficiency that can be obtained with the present flow con-
ditions and physical models. 

Another important factor to consider in numerical simulations is the 
computational cost incurred with high-order numerical schemes. 
Table 3 indicates the computational time for one time step for each case, 
as evaluated on a Dell EMC R640 with dual Intel® Xeon® Gold 6154 (18 
cores, 3.0 GHz) processor used for the simulations. The computational 
cost increases by a factor of 3 to 6 with the increase in grid resolution. 
However, it is interesting to note that the increase in computational cost 
from MUSCL3 to WENO5 to oMLP5 is marginal, especially at higher grid 
levels. This factor, combined with the grid resolution required to achieve 
the same level of accuracy, as discussed previously, is an important 
consideration for high-fidelity and efficient numerical simulation. 

Given the results of the various comparisons made here, we use the 
1,921 × 401 grid with the oMLP5 scheme to investigate supersonic 
turbulent flame characteristics for the rest of the paper. 

6. Structure of supersonic turbulent flame for the baseline 
condition 

The supersonic turbulent flame structure is investigated using two 
parameters, the scalar dissipation rate (SDR,χ ≡ 2D∇2f) and Takeno’s 

flame index 
(

FI ≡ ∇yfuel•∇yox

|∇yfuel||∇yox|

)

, both of which have been widely used in 

analyses of turbulent non-premixed combustion [111,112]. Here, f is the 

mixture fraction, defined as. 

f = yH + yH2 + yOH
MH

MOH
+ yH2O

MH2

MH2O
(3)  

where yj and Mj are the mass fraction and molecular weight of species j. 
Moderate SDR levels are necessary to initiate and sustain non-premixed 
flames, although high SDR may lead to flame quenching. A positive FI 
represents premixed combustion mode, and a negative FI represents 
non-premixed combustion mode. The reaction pathway goes through a 
zone of high concentration of transition species, such as OH, before 
combustion is completed with the final product H2O. Thus, a higher OH 
mass fraction corresponds to actively reacting regions of the flame, 
while a higher H2O mass fraction indicates regions where the reaction is 
nearly complete. 

Fig. 7 shows instantaneous and time-averaged distributions of the 
OH mass fraction yOH, SDR, and FI. The OH concentration is relatively 
low at the beginning and becomes more prominent downstream. The 
basic characteristics of the supersonic turbulent jet flame are similar to 
that of a subsonic turbulent lifted flame. The variation of SDR is highest 
across the fuel–air interface; this variation is stronger at the beginning of 
the mixing layer and gradually decreases as the shear layer widens in the 
downstream part of the jet plume. FI is predominantly negative in the 
near-field of the injector but becomes mostly positive downstream. 
Correlating the regions of higher OH mass fraction with the distributions 
of the other two combustion parameters, it is found that the combustion 
primarily occurs in the moderate SDR (1 < χ < 10) and positive FI re-
gions. Only a small amount of OH is observed in some regions with high 
SDR and negative FI, indicating lower intensity of reactions. 

Fig. 8 shows the radial distributions of the three reaction parameters 
at four different axial locations. The flame region is identified by the red 
band, where the peak of the OH mass fraction is located. In the near field 
at x/dj = 6.56,yOH has a peak value of 0.9 × 10-3 where FI is mostly 
negative, and SDR is about 4.2. At x/dj = 13.8,yOH has a peak value 
around 1.33 × 10-3, while FI varies from negative to positive and SDR is 
between 2.0 and 3.0. At x/dj = 20.0, yOH has a peak value close to 1.6 ×
10-3, while FI varies from positive (in the core) to negative (outer re-
gions) and SDR is about 1.8. At x/dj = 26.2, yOH has a peak value close to 
2.1 × 10-3, while SDR is about 1.1 in this location. However, at this 
location, the OH distribution is spread over a wide region where FI is 
always positive. Overall, the peak values of SDR decrease within the 
flame region and FI becomes predominantly positive as we move 
downstream along the jet. These results suggest that supersonic com-
bustion in this case occurs mainly in premixed mode after the early 
phase of fuel/air mixing, similar to a lifted flame in a subsonic jet. The 
magnitude of SDR in the reaction zone has the same order of magnitude 
as that observed in typical non-premixed flames. 

Unlike in subsonic lifted flames [111], here the outer part of the jet 
ignites before the inner part, because of mixing with the high- 
temperature surrounding air. This flame branch could also act as an 
ignition source for combustion downstream, although the local air 
temperature is sufficiently high to promote auto-ignition. The asyn-
chronous ignition of the inner and outer portions of the jet is also 
demonstrated in the small amount of OH mass fraction in the early 
phase. A limitation with the Takeno flame index is that it only distin-
guished between purely premixed and non-premixed flame regions and 
cannot be used to identify auto-ignition fronts distinctly. Other recently 
proposed flame markers such as chemical explosive mode analysis 
(CEMA) [113] or gradient-free identification methods [114,115] may be 
able to tackle these issues. The heat release rate is another indicator to 
locate and quantify the flame characteristics. Fig. 9 shows scatter plot 
distributions of the non-dimensionalized heat release rate (HRR) with 
respect to mixture ratio, colored by SDR and FI. The HRR increases with 

Table 3 
Computational time per iteration using Dell EMC R640 with dual Intel® Xeon® 
Gold 6154 (18 cores, 3.00 GHz) processor.  

Grid level No. of grid points Computing time/iteration (ms) 

MUSCL3 WENO5 oMLP5 

Level 1 241 × 51  15.91  16.18  22.70 
Level 2 481 × 101  48.56  50.96  59.78 
Level 3 961 × 201  215.70  220.31  218.75 
Level 4 1,921 × 401  1,251.88  1,281.19  1,287.50  
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Fig. 8. Time-averaged reaction parameters at four axial locations.  

Fig. 7. Instantaneous (top) and time-averaged (bottom) combustion parameters.  
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increasing SDR, with peak values of the HRR occurring in the interme-
diate SDR (1–10 s− 1) regions. At higher SDR values, the non-premixed 
flame cannot be sustained due to depletion of radicals through diffu-
sion. The flame zone, identified by the large HRR values, is distributed 
across both negative and positive ranges of FI, implying that combustion 
occurs in both non-premixed and premixed modes. 

7. Effect of fuel temperature on flame characteristics 

7.1. Conditions of parametric study 

A parametric study was carried out to investigate the effect of fuel 
temperature on the combustion and flame characteristics. The physical 
configuration, computational setup, and numerical schemes remain the 
same as those used for the baseline study in Section 6. The fuel tem-
perature was increased from 300 to 1,500 K in increments of 100 K. The 
maximum temperature of 1,500 K is high for regenerative cooling en-
gines but could be considered as an upper limit for fuel-rich staged 
combustion cycle engines. 

It should be noted that other flow properties are affected by changes 
in temperature, so additional constraints are necessary for the purpose 
of comparison. In the present study, a constant mass flow rate is 
enforced, with fixed density and flow speed corresponding to the 
experimental condition. As a result, fuel injection pressure increases 
linearly with fuel temperature, and fuel Mach number decreases from 
the reference condition. The variations of flow properties listed in 
Table 4 and plotted in Fig. 10. The speed of sound increases from 1,210 
m/s at the experimental condition of 251 K to 2,959 m/s at 1,500 K. The 
increase in the speed of sound results in a decrease of fuel Mach number 
from 2.0 at 251 K to a subsonic value of 0.82 at 1,500 K. Since the Mach 
number is changed drastically, the effect of compressibility on fuel/air 
mixing should also be considered. To quantify the compressibility effect, 
the convective Mach number and compressibility function are calcu-
lated using Eqs. (4) and (5), following the definition by Papamoschou 
[116], and they are included in Table 4. The flow speeds of both fuel and 
air are fixed, and the convective Mach number changes from 0.455 to 
0.243 due to the change in the speed of sound of the fuel. 

Mc =
|UH2 − Uair|

aH2 + aair
(4)  

f (Mc) = 0.25+ 0.75e− 3M2
c (5)  

7.2. Flowfield characteristics 

Fig. 11 shows the instantaneous local Mach number and magnitude 
of density gradient for selected cases, and Fig. 12 shows the corre-
sponding time-averaged distributions. For the reference experimental 
condition at 251 K, the fuel injection pressure is equal to the ambient air 
pressure of 0.1 MPa, corresponding to the situation of ideal expansion 
with no pressure difference between the two streams. The difference of 
Mach number between the fuel and air streams is limited to 0.1. 
Therefore, compressibility effects are very limited, and only a weak 
expansion wave exists at the injector lip caused by the finite thickness of 
the injector. As the fuel temperature increases, the fuel injection pres-
sure increases, and the nozzle flow changes from perfectly expanded to 

Table 4 
Fuel properties as a function of inflow temperature.  

T(K) pH2(MPa) MH2 Mc f(Mc)

Baseline: 251  0.100  2.00  0.455  0.653 
300  0.120  1.83  0.430  0.680 
600  0.239  1.29  0.342  0.778 
900  0.359  1.06  0.295  0.827 
1,200  0.478  0.91  0.265  0.858 
1,500  0.598  0.82  0.243  0.878  

Fig. 10. Variation of fuel inflow properties.  

Fig. 9. Scatter plot of non-dimensionalized heat release rate vs mixture fraction colored by SDR (left) and FI (right).  
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Fig. 12. Time-averaged local Mach number (left) and density gradient magnitude (right) distributions.  

Fig. 11. Instantaneous local Mach number (left) and density gradient magnitude (right) distributions.  

Fig. 13. Instantaneous (left) and time-averaged (right) temperature distributions.  
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under-expanded. Although the fuel injection Mach number decreases as 
the fuel temperature increases, the Mach number increases locally as the 
flow exits the injector due to external expansion. The convective Mach 
number and local Reynolds number are reduced with increasing fuel 
temperature. The decrease of convective Mach number results in larger 
vortical structures in the shear layer, as seen in Fig. 11, leading to 
enhanced shear-layer growth rate. This trend agrees well with previous 
investigations on compressible shear layers [116]. 

The large vortical structures interact with the incoming supersonic 
air stream, generating several Mach waves, as shown in Fig. 11. The 
density gradient plots reveal the presence of strong acoustic interactions 
that are generated at the jet exit. Owing to the expansion of the fuel 
stream at the injector exit, the fuel/air shear layer develops at an angle 
with respect to the incoming air flow, thereby inducing an oblique shock 
at the injector lip on the air side. The oblique shock reflects at the top 
wall boundary, and the reflected wave further interacts with the shear 
layer. This kind of shock-wave/shear-layer interaction plays a signifi-
cant role in making the flowfield more turbulent, facilitating fuel/air 
mixing and combustion. Furthermore, as the pressure difference be-
tween the fuel and air streams increases with fuel temperature, the 
resulting shock wave and subsequent shock/shear layer interactions 
become stronger. The increase in pressure difference further widens the 
under-expanded fuel jet plume, leading to larger incident and reflected 
shock angles, and the shock-wave/shear-layer interaction regions 
become more closely spaced. This causes the flame stabilization to move 
closer to the injector tip. 

7.3. Effect of fuel temperature on flame structure 

In accordance with the change in flowfield characteristics, the flame 
structure is altered with fuel temperature. Fig. 13 presents instantaneous 
and time-averaged temperature distributions for representative cases. 
Combustion occurs within the large vortical structures where fuel and 
air mix. With increasing fuel temperature, the flame moves upstream 
toward the injector lip. Enhancement of combustion is easily identified 
by the overall increase in temperature within the domain. The length of 
the flame becomes shorter, and flame width increases. 

Fig. 14 presents the instantaneous vorticity magnitude and OH mass 
fraction distributions in the near field region for the different cases. For 
the low fuel temperature case, the vortical structures in the near field are 
relatively smaller in size, resulting in weak entrainment and mixing of 
fuel and oxidizer streams. The OH mass fraction magnitudes are also low 
in the near field, implying that most of the combustion occurs in the 
downstream region after sufficient premixing is achieved. As the fuel 
temperature is increased, the coherent vortical structures are enlarged in 
size, leading to increased entrainment. Regions with high OH mass 
fractions are observed closer to the injector lip, suggesting that the 
combustion occurs closer to the injector in diffusion mode at higher fuel 
temperatures. The recirculation and mixing provided by these vortical 
structures initiate a premixed flame branch, which in turn provides a 
stabilization mechanism for the diffusion flame. These trends will be 
investigated in further detail in Section 7.4. 

The combustion characteristics are more clearly understood from 
instantaneous and time averaged distributions of other variables. Fig. 15 
and Fig. 16 show OH and H2O mass fraction distributions, respectively. 
Mixture fraction and scalar dissipation rate (SDR,χ) are plotted in 
Figs. 17 and 18. The flame liftoff distance decreases as temperature in-
creases, and the flame anchors to the injector lip at higher temperatures. 
The most active combustion zone, denoted by higher concentrations of 
OH mass fraction, shifts upstream closer to the injector. 

In the high temperature cases, the flame shows a distinct transition at 
aroundx/dj = 10, where an interaction between the reflected shock and 
mixing layer occurs. Even though the reflected shock from the top 

boundary is weak and does not have a strong effect on the flame in the 
baseline case, its strength increases with the fuel temperature. This ef-
fect contributes to combustion enhancement and flame stabilization. 
The effects of oblique shock waves have also been observed in the 
experimental work by Huh and Driscoll [117], where oblique shocks 
were induced using wedges. Fig. 17 shows that the distribution of 
mixture fraction is long and stretched for low fuel temperatures and 
becomes shorter and wider at high temperatures. Fig. 18 shows that in 
the early stage of the shear layer, the SDR is quite high where com-
bustion is hard to sustain. The SDR is drastically reduced downstream of 
the shear layer, where most of the combustion is observed to occur. The 
interaction between the shock wave and mixing layer seems to reduce 
the magnitude of SDR, further facilitating combustion. As the fuel 
temperature increases, the SDR remains low over a wider region, and 
this prevents flame quenching and enhances combustion efficiency. 
Interestingly, the effect of fuel temperature on the SDR and other 
combustion parameters is manifested mainly up to 900 K, and the dis-
tributions are almost similar above 900 K. The decrease of convective 
Mach number in the fuel temperature range 900–1,500 K is lesser 
compared to decrease in the range 300–900 K. The compressibility 
function also starts to level off beyond 900 K. Because of the weak 
dependence of convective Mach number at higher temperature, the 
sensitivity of fuel temperature upon the growth rate of structures and 
flame characteristics is also relatively reduced. 

Fig. 19 displays instantaneous and time-averaged flame index (FI) 
distributions. The blue and red regions are intermixed over the entire 
flame region for the entire fuel temperature range. In other words, 
premixed and non-premixed regimes of combustion co-exist, though 
there are some differences between the cases, as seen clearly in the two 
sets of plots. As the fuel temperature increases, the combustion regime 
changes from partially premixed to non-premixed dominant mode. 
Comparing the plots of FI, SDR, and mass fractions of OH and H2O, the 
premixed regions exist primarily in the upstream and outer regions of 
the mixing layer, while combustion in other regions, including the 
combustor core, exhibit non-premixed characteristics. Overall, the 
combustion is predominantly held in non-premixed mode and this trend 
is intensified with increase in fuel temperature. 

These findings support simplified flamelet-based modeling of the 
combustion. Non-premixed combustion models, solving both mixture 
fraction and reaction progress variable with reaction rate, are necessary 
for low temperature conditions, but a steady flamelet model, solving 
only mixture fraction and assuming fast chemistry, would be adequate 
for high temperature conditions. 

The change of combustion characteristics from a combined premixed 
and non-premixed flame at low fuel temperatures to a non-premixed 
dominant flame at high temperatures is further illustrated by scatter 
plots of non-dimensionalized HRR distributions shown in Fig. 20. The 
plots are colored by scalar dissipation rate (SDR,χ) and flame index (FI). 
These can be contrasted with the reference case results in Fig. 9. The 
overall and peak HRR levels increase with increasing fuel temperature. 
As expected, higher HRR zones correlate with intermediate SDR 
(1 < χ < 10) conditions, and the flame index plots show mixed patterns 
of positive and negative regions. It is interesting to note that at higher 
fuel temperatures, the bands of intermediate SDR become larger and the 
corresponding values of HRR are also higher. As the fuel temperature 
increases, the peak HRR regions (in the mixture fraction range 
0 < fmix < 0.2) transition from mixed red-blue distributions to pre-
dominantly blue distribution. There are some red zones with lower HRR 
found in the higher mixture fraction (fuel-rich) regions. These zones 
correspond to the upstream premixed flame branch that stabilizes the 
non-premixed flame. The scatter plots support the previous discussion 
regarding combustion intensification and the change of combustion 
mode from partially premixed to non-premixed. 
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Fig. 14. Near-field distributions of instantaneous vorticity magnitude (left) and OH mass fraction (right).  

Fig. 15. Instantaneous (left) and time-averaged (right) OH mass fraction distributions.  

Fig. 16. Instantaneous (left) and time-averaged (right) H2O mass fraction distributions.  
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Fig. 19. Instantaneous (left) and time-averaged (right) flame index (FI) distributions.  

Fig. 17. Instantaneous (left) and time-averaged (right) mixture fraction distributions.  

Fig. 18. Instantaneous (left) and time-averaged (right) scalar dissipation rate distributions.  
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Fig. 20. Scatter plots of OH mass fraction as a function of the mixture fraction colored by (left) scalar dissipation rate (SDR, χ) and (right) flame index (FI) for 
selected cases at various fuel temperatures. 
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7.4. Effect of fuel temperature on overall combustion characteristics 

Based on the local flowfield and flame structures discussed in the 
previous sections, the dependency of overall combustion characteristics, 
including flame length, width, and combustion efficiency, on the fuel 
temperature is investigated. The flame width and length are calculated 
from the time-averaged flame contours of the different cases. The flame 
contour is defined in general as the isoline of the stoichiometric mixture 
fraction. The stoichiometric mixture fraction is calculated to be 0.05973 
for the mixture of fuel and vitiated air, but the ideal flame contour 
corresponding to this value is very long and extends out of the compu-
tational domain for the reference and low fuel temperature cases. 
Therefore, the flame contour for the current study is taken to be the 
isoline of mixture fraction value of 0.7, which corresponds to the 
mixture fraction at the exit of the centerline for the reference case. This 
definition of the flame contour is closer to the core of the fuel jet as 
compared to the ideal flame contour but is adopted for reasonable 
comparison between the different cases. The flame length and width are 
measured as the maximum length and width of the flame contour. 

Fig. 21 presents the flame length and width measured from the time- 
averaged results at different fuel injection temperatures. The flame 
width increases initially with fuel temperature, and levels off around 
600–900 K. It increases again at high temperature conditions due to 
external gas-dynamics expansion of the high-pressure fuel. The flame 
length, on the other hand, decreases rapidly as the fuel temperature 
increases and approaches a converged value at high temperatures. To 
further investigate the role of compressibility effects, the convective 
Mach number and the compressibility function from Table 4 are also 
plotted in Fig. 21. It is interesting to note that the variation of flame 
width is almost identical to that of the compressibility function. This is 
attributed to the fact that the growth rate of the mixing layer is deter-
mined by the compressibility function [116]. The flame width of the 
supersonic jet is mostly governed by the growth rate of the compressible 
mixing layer, which in this case is affected by the fuel temperature. 
However, it seems that the fuel temperature plays a more significant role 
in reducing the flame length under low temperature conditions. At high 
fuel temperatures, where non-premixed combustion is prominent, the 
flame length decreases more slowly as the convective Mach number 
decreases. In contrast, at low fuel temperatures, where mixed-mode 
combustion occurs, the flame length decreases drastically with 
increasing fuel temperature, possibly due to the additional chemical 
kinetic effect of the increase in laminar premixed flame speed. There 
appears to be an outlier for the flame length variation at T = 1,200 K as 
also seen in Fig. 17. This anomaly could be a system-specific operating 
condition triggering some form of shock-shear layer interactions and 
increased unsteadiness resulting in a mixing behavior that is larger than 
the neighboring cases. Another possible reason for this could be a nu-
merical artefact stemming from a combination of modeling errors and 
incorrect time-averaging. The reduction of flame length with increased 
fuel temperature is of crucial significance for the design of supersonic 
combustors. 

The combustion efficiency, calculated using Eq. (2), is plotted as a 
function of fuel temperature in Fig. 22. Fig. 22 shows that complete 
combustion is not attained for any of the cases in this study, perhaps 
because of the limited length of the computational domain. As discussed 
earlier, even the isoline of the stoichiometric mixture fraction is not fully 
contained within the computational domain. This means that a longer 
combustor is necessary for complete combustion under these conditions. 
The combustion efficiency increases with fuel temperature, partly due to 
enhanced mixing resulting from the decrease of convective Mach 
number, which is indirectly caused by increase of fuel temperature. The 
increased molecular diffusivities and reaction rates due to increased 
temperature also play a role in increasing mixing and combustion 
efficiency. 

8. Conclusion 

Numerical simulations of supersonic shear-coaxial turbulent flames 
were carried out to understand the effect of fuel temperature on flame 
structure and combustion characteristics. Numerical schemes with 
different orders of accuracy were investigated at different grid resolu-
tions. Comparison of the numerical results with experimental data re-
iterates the importance of grid resolution, and particularly of high- 
resolution schemes for high-fidelity simulations. The multi- 
dimensional high-order oMLP5 numerical scheme resolves more fine- 
scale structures of the turbulent flowfield than the other schemes of 
consideration, and is shown to be more effective for reliable prediction 
of experimental results. The oMLP5 scheme also shows the best 
convergence behavior with relatively similar computational resource 
requirements. 

The results for the baseline case reveal a lifted turbulent flame in 
which combustion is held mostly in a premixed mode in the downstream 
region after turbulent mixing in the shear layer. With increase in fuel 
temperature, the combustion regime switches from partially-premixed 
to predominantly non-premixed mode. The flame width and combus-
tion efficiency increase as the fuel temperature increases. These trends 
are considered to be a result of mixing enhancement due to reduced 
convective Mach number at higher fuel temperatures. An important 
effect of fuel temperature lies in reducing the flame length and 
increasing combustion efficiency, which are crucial factors for the 

Fig. 21. Flame length and width for various fuel temperatures.  

Fig. 22. Combustion efficiency for various fuel temperatures.  
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design of supersonic combustors. 
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Appendix 

A. Behavior of the SST-DES model and variation of turbulent viscosity 

In the present study, the SST-DES model of Menter [90] is used. This model formulation involves a blending function and works as a LES subgrid 
scale model outside of the boundary layer and converges to a RANS k-ω SST model in the near-wall region of the boundary layer. This model is well- 
known in the DES turbulence modeling community and further details can be found in the original paper [90]. The RANS model is active only in the 
near-wall region of the injector to model the boundary layer development. The flow physics in the main combustor region, which is primary region of 
interest, is essentially modeled using LES. Fig. 23 shows the distribution of the ratio of turbulent viscosity μturb as computed from the SST-DES model to 
the total viscosity μtot( = μlam +μturb). Although the turbulent viscosity diminishes outside the boundary layer, its value and contribution still remain 
finite within the core of the mixing layer. 
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